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1. BEVEZETES

A mesterséges intelligencia (a tovabbiakban: MI) és
az algoritmusok altal vezérelt automatizalt dontéshozatal nap-
jainkra az élet szinte minden teriiletén megjelent. Az MI-alapt
rendszerek képesek eldsegiteni az egészségiigyi diagnosztikat,
hatékonyabba tenni a biiniildozést, biztonsagosabba tenni
a kozlekedést, vagy éppen felismerni a csaldsokat és a kiber-
tamaddsokat.! Ugyanakkor ezen technoldgidk rohamos tér-
nyerése komoly jogi és tarsadalmi kihivasokat is felvet. Kiilo-
nos aggodalomra ad okot az a jelenség, amikor az MI-rend-
szerek haszndlata hatranyos megkiilonboztetéshez (diszkrimi-
nécidhoz) vezethet bizonyos egyének vagy csoportok rovasa-
ra. Az MI széles korti alkalmazasa igy korunk egyik legdssze-
tettebb problémdjat jelenti nemcsak gazdasagi, hanem jogi
szempontbdl is.

Az Eurdpai Unié mar 2020-ban felismerte e kihivast, ami-
kor kiadta a mesterséges intelligenciardl szol6 Fehér Konyvet.?
Ebben hangsulyoztak, hogy az MI fejlédése csak akkor nyer-
heti el a kozbizalmat, ha alapvetd jogokon és értékeken - igy
kiilonosen az emberi méltésagon és a maganélet védelmén —
alapul. 2021-ben az Eurdpai Bizottsag elGterjesztette az MI
Altaldnos Szabélyozdsardl szolo, azéta mar elfogadott rende-
lettervezetét (Artificial Intelligence Act),® amely egy kockazat-
alapu megkozelitéssel igyekszik orvosolni az MI altal jelentett
veszélyeket. Vildgossa teszi, hogy az algoritmusok ’fekete
doboz’ jellege, komplexitasa és adatfiiggdsége szamos alapvetd
jogot — koztiik az egyenlé banasmddhoz vald jogot — veszé-
lyeztethet. Az MI szabalyozasanak ezért kiemelt célja az esély-
egyenlség magas szintli védelme és a diszkrimindacié tilalma-
nak érvényre juttatdsa.

Jelen tanulmany célja, hogy részletesen feltarja a mestersé-
ges intelligencia és az algoritmikus diszkriminacié jogi ki-
hivasait. A tanulmdny a fogalmi keretrendszer bemutatdsa
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mellett gyakorlati példakon keresztiil mutatja be az algoritmi-
kus diszkrimindcié kérdéskorét, és igyekszik hasznos, jévébe
mutat6 kovetkeztetéseket is levonni.

2. FOGALMI KERETEK

2.1. MESTERSEGES INTELLIGENCIA
ES ALGORITMIKUS DONTESHOZATAL

A mesterséges intelligencia tag fogalomkorébe tartoznak
mindazon szamitdgépes rendszerek, amelyek az emberi intel-
ligenciat utanzé miveletek elvégzésére képesek. Idetartoznak
a gépi tanulds kiilonbozé maddszerei (mint példaul a neura-
lis halézatok, mélytanulds), a természetesnyelv-feldolgozas,
a prediktiv analitikai modellek stb. Az MI-rendszerek algo-
ritmusok segitségével, nagy mennyiségii adat feldolgozasaval
és mintdzatok felismerésével hoznak dontéseket vagy tesznek
javaslatokat. Algoritmikus dontéshozatalnak nevezziik azt
a folyamatot, amikor emberi beavatkozas nélkiil, részben vagy
teljesen automatizalt moédon sziiletik meg egy dontés (példaul
hitelbiralat, allasra jelentkezé el6sziirése, blinismétlési kocka-
zat becslése stb.) valamely algoritmus kimenetele alapjan.
Az ilyen rendszerek felhasznaldsa jelentésen atalakitja a ha-
gyomanyos dontéshozatali mechanizmusokat a magan- és
kozszféraban egyarant.

Az Ml-alapt dontéstamogato vagy dontéshozd eszkozok
alkalmazdasa mellett sz6lnak a hatékonysagi és objektivitasi va-
rakozasok: sokan abban biznak, hogy a ‘gépi dontés’ mentes lesz
az emberi szubjektivitastdl és tévedéstSl. A valdsagban azonban
a technoldgia sem mentes az emberi tényez6tdl. Az algoritmu-
sokat emberek tervezik és tanitjdk be, mégpedig jellemz&en ko-
rabbi dontések vagy adatok alapjan - igy dhatatlanul az emberi
dontéshozok bizonyos torzitasai, elditéletei és a mult tarsadalmi
egyenlGtlenségei is atorokitddhetnek a rendszerekbe. Emiatt
felmertiil, hogy az MI-rendszerek épp az objektivitas latszata
révén tehetnek veszélyessé rejtett el6itéleteket: az emberek
gyakran kritika nélkiil fogadjak el a gépi ajanlasokat, akar téves-
nek tiné esetekben is, bizva a rendszer vélt csalhatatlansaga-
ban.* Ez az un. automatizacids elfogultsag jelensége.

4 LukAcs Adrienn: Digitélis diszkrimindcié és automatizalt dontéshoza-
tal, kiilonos tekintettel a munka vildgéra. Miskolci Jogi Szemle, 18. évf.,
2.sz.,2023.103-117. 0.
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2.2. AZ ALGORITMIKUS DISZKRIMINACIO
FOGALMA ES FORMAI

A diszkriminaci6 jogi értelemben valamely védett tulaj-
donsag (példaul faj, nem, életkor, vallas, nemzeti vagy etnikai
szarmazas, fogyatékossag stb.) alapjan torténé indokolatlan
hatranyos megkiilonboztetést jelenti. Az algoritmikus diszkri-
mindcié ennek az a sajatos esete, amikor egy automatizalt,
algoritmus vezérelte dontéshozatali rendszer eredménye
vezet hatranyos kiilonbségtételhez. Lényeges, hogy ilyenkor
a megkiilonboztetés nem feltétleniil szandékos emberi dontés
kévetkezménye, hanem az algoritmus miikodésének ‘mellék-
terméke’ lehet. Az MI-rendszerek tgy is generalhatnak diszk-
riminativ kimeneteket, hogy abban nincs kozvetlen emberi
szandék vagy akar tudomas. Ha példaul egy algoritmust olyan
adatok alapjan tanitottak be, amelyek maguk is tartalmaztak
el6itéletes vagy egyenl6tlen mintazatokat, akkor a modell eze-
ket a mintazatokat ajratermelheti a j6vébeni dontéseiben.

Az algoritmikus diszkriminacidnak két f6 formajat kiilon-
boztetjiik meg: direkt (kozvetlen) és indirekt (kozvetett) disz-
kriminaciét.® Direkt diszkriminaciordl beszéliink, ha az algo-
ritmus kifejezetten egy védett tulajdonsag alapjan kiillonboztet
meg - példaul ha egy hitelbiralati rendszer nyiltan alacso-
nyabb pontszamot ad a néi jelentkezéknek, vagy egy éllas-
palyazati sztir6program automatikusan kizarja az adott etni-
kai csoporthoz tartozo jellteket. Ilyen esetben az algoritmusba
szandékosan épitenek be olyan szabalyt vagy véltozot, amely
a védett csoport hatranyat okozza. Az ilyen kozvetlen hétra-
nyos megkiilonboztetés egyértelmiien sérti az egyenld banas-
mad kovetelményét, és a legtobb jogrendszerben tilos.

Indirekt diszkrimindcié esetén az algoritmus latszolag
semleges mdédon miikodik, nem hasznal explicit médon
védett tulajdonsagot, a végeredménye mégis aranytalanul
hatranyosan érint egy védett csoportot. Ennek f6 forrasa rend-
szerint a tanuldadatok torzuldsa. Ha a betaplélt adatok — ame-
lyekbél a modell a mintdkat megtanulja — mar eleve tikrozik
a tarsadalmi egyenl6tlenségeket vagy az emberi dontéshozok
korabbi eléitéleteit, akkor az algoritmus kozvetett modon is
diszkriminativ mintazatokat sajatit el. Ilyen esetben a mo-
dell nem explicite hasznalja példdul a nemet vagy a faji hova-
tartozast dontési kritériumként, de helyettesité (un. proxy)’
valtozdkon keresztil mégis hasonlé hatdsra jut® Példaul
a jelolt lakcime, iskolai hattere, szohasznalata stb. alapjan
juthat olyan kovetkeztetésre, amely valdjaban a jelolt etnikai

5  OECD Principles on Artificial Intelligence. Organisation for Economic
Co-operation and Development. - elérhetd: https://www.oecd.org/en/
topics/ai-principles.html [letéltve: 2025. augusztus 7.]

6 Irvés Akos: A gépek ldzaddsa - avagy diszkriminativ algoritmusok
az igazsagszolgaltatisban?, Arsboni.hu, 2022. dec. 14. - elérheté: https://
arsboni.hu/a-gepek-lazadasa-avagy-diszkriminativ-algoritmusok-
az-igazsagszolgaltatasban/#:~:text=emberi%20logika%20szerinti%20
elbiralas%2C%20diszkriminativ,az%2C%20amikor%20szindékosan%20
olyan%20prediktiv [letoltve: 2025. 08. 07.]

7 X. WANG etal: Algorithmic discrimination: examining its types and
regulatory measures with emphasis on US legal practices - elérheté:
https://pmc.ncbi.nlm.nih.gov/articles/PMC11148221/2utm_
source=chatgpt.com [letoltve: 2025. 08. 07.]

8  Kapocsa Fanni: Workday kontra sokszintiség: miért nem elég, ha nem
akartuk?, HR Power, 2025. junius 18. — elérhet6: https://hrpwr.hu/cikk/
workday-kontra-sokszinuseg-miert-nem-eleg-ha-nem-akartuk [letdltve:
2025.08.07.]

FONTES TURIS

TANULMANYOK

hatterével vagy nemével fiigg dssze. Az eredmény: bizonyos
csoportok — bar az algoritmus formalisan mindenkire ugyan-
azt a szabalyt alkalmazza — szisztematikusan rosszabb elbira-
lasban részesiilnek. Ez a statisztikai torzitas felfoghat6 az em-
beri jogi értelemben vett kozvetett megkiilonboztetésnek,
amely akkor is tilos lehet, ha elsé ranézésre semleges eljarasrdl
van szo.

Az algoritmikus diszkrimindcio tipikus okai koziil néhany:
a nem reprezentativ vagy hibds tanuldéadatok haszna-
lata, a multbeli torz dontéseket titkroz6 célvaltozok valasztasa,
a védett jellemzokkel korrelalé proxy-adatok bevitele, vala-
mint a megfelel6 emberi feliigyelet hidnya a modell mtikodése
felett. Az MI-fejlesztés soran, ha a torténelmi adatok elfogul-
tak, a modell is azza valik; ha a célként hasznalt sikeres dontés’
maga is kordbbi diszkriminativ gyakorlat eredménye, akkor
azt erdsiti tovabb; ha a rendszer rejtett médon olyan mintaza-
tokat talal, amelyek egy adott csoporthoz tartozast jeleznek,
akkor anélkiil is hatranyba hozhat egy csoportot, hogy a prog-
ramozok ezt kifejezetten megadtak volna. Mindezek kovet-
keztében a mult el6itéletei kodolddnak a j6v6 algoritmusaiba,
hacsak tudatos ellenérzéssel és korrekciéval nem lépiink fel
elleniik.

Osszefoglalva tehat algoritmikus diszkrimindciorol akkor
beszéliink, amikor egy MI-rendszer el6itéletes vagy mél-
tanytalan dontést hoz, amely aranytalanul hatranyosan érint
védett csoporthoz tartozd személyeket. Ez torténhet direkt
modon (kifejezetten a tiltott szempont alapjan dontve) vagy
indirekt médon (latszolag semleges miikddésen keresztiil).
Mindkét eset problémas a jog szamadra, hiszen az eredmény
— az érintett szamdra — ugyanaz: sériil az egyenld bandasmaod
elve, és az illetd kevesebb jogot, kedvezményt, lehetéséget kap
pusztan egy védett tulajdonsdga miatt. Az aldbbiakban at-
tekintjiik, a kiillonboz6 jogrendszerek miként reagélnak erre
a kihivésra, de el6tte fontos tisztazni az egyenlé bandsmad,
az adatvédelem és az emberi jogok dltalanos kovetelményeit
e téren.

3. EGYENLO BANASMOD, ADATVEDELEM
ES EMBERI JOGI SZEMPONTOK

3.1. AZ EGYENLO BANASMOD KOVETELMENYE
ES A DISZKRIMINACIO TILALMA

Az egyenld banasmdd elve az egyik legalapvetébb jogi
alapelv, mely szerint tilos az indokolatlan megkiilonboztetés.
Ez az elv megjelenik a nemzetkdzi egyezményekben, az alkot-
manyokban és a sarkalatos torvényekben is. Magyarorszag
Alaptorvénye® XV. cikkében kimondja, hogy az alapvetd jogok
mindenkit megilletnek barmiféle megkiilonboztetés nélkiil, és
a torvény elétt mindenki egyenld. Hasonloképpen az Eurdpai
Unié Alapjogi Chartajanak' 21. cikke tilt minden fajta disz-
kriminaciét (kilonosen nem, faji vagy etnikai szarmazas,
életkor, fogyatékossag, vallds, szexualis irdnyultsag stb. alapon).

9  Magyarorszag  Alaptorvénye -  elérheté:  https://net.jogtar.hu/
jogszabaly?docid=a1100425.atv [letoltve: 2025. 08. 07.]

10  Eurdpai Uni6 Alapjogi Charta — elérhet6: https://eur-lex.europa.eu/HU/
legal-content/summary/charter-of-fundamental-rights-of-the-
european-union.html [letéltve: 2025. 08. 07.]
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Az Emberi Jogok Eurdpai Egyezménye 14. cikke' és Kiegé-
szit6 Jegyzokonyvének 12. cikke is biztositja a hatranyos meg-
kilonboztetés tilalmat az egyezményben biztositott jogok élve-
zetében. Ezek a magas szintli elvek egyiittesen azt rogzitik,
hogy senkit nem érhet hatrany pusztan valamely védett tulaj-
donsaga miatt.

A gyakorlatban az egyenlé banasméd kovetelménye ugy
konkretizalodik, hogy a jog tiltja a kozvetlen diszkriminaciot
(amikor valakivel szemben kifejezetten a védett tulajdonsaga
miatt bannak rosszabbul) és a kozvetett diszkriminaciot is
(amikor egy latszolag semleges rendelkezés vagy gyakorlat
eredményeként egy védett csoport tagjai aranytalan hatranyba
keriilnek). E tilalom alél csak nagyon sziik kérben (és szigoru
feltételekkel) enged a jog kivételeket — példaul igazolhato,
észszerti mérlegelésen alapuld megkiilonboztetés formajaban,
vagy specialis pozitiv intézkedések révén.'?

Az algoritmikus diszkriminacié kihivasa éppen az,
hogy a meglévé antidiszkrimindciés jogszabalyok alkalmaz-
hatok-e és hogyan az 4j technolégiai kérnyezetben. Elviekben
egy MI altal okozott hatranyos megkiilonboztetés ugyanugy
sérti az egyenld bandsmod elvét, mintha azt egy emberi don-
téshozo kovette volna el. Példaul ha egy allaspalyazokat sziird
algoritmus rendszeresen kiszoritja a fogyatékkal él6 vagy ki-
sebbségi jelolteket, akkor ez jogi értelemben felveti a disz-
kriminaci6 tilalmanak megsértését — fiiggetlenil attdl, hogy
a dontést egy ember, egy szoftver, vagy a ketté kombinacidja
hozta. Magyarorszagon kifejezetten rogziti is a jog, hogy a hat-
ranyos megkiilonboztetés tilos ,fiiggetleniil attol, hogy ember
vagy algoritmus kovette el azt”. A 2003. évi CXXV. térvény
az egyenld bandasmaodrol® és esélyegyenldség eldmozditasardl
(a tovabbiakban: Ebktv.) — hazank atfogd antidiszkrimindcios
torvénye - részletesen nevesiti a védett tulajdonsagokat és
az életviszonyok azon teriileteit (foglalkoztatas, oktatas, egész-
ségligy, szolgdltatasokhoz valé hozzaférés stb.), ahol tilos
a diszkriminacié. Az Ebktv. hatalya ald tartoz6é minden mun-
kaltatd, szolgaltatd vagy hatdsag felelés azért, hogy az altala
alkalmazott eljarasok - beleértve az esetleges automatizalt
dontési mechanizmusokat is — ne vezessenek tiltott megkiilon-
boztetéshez. Hasonlo szabalyok érvényesek az EU-tagallamok-
ban az uni6s faji egyenldségi iranyelv (2000/43/EK),** foglal-
egyenldség iranyelvek (pl. 2006/54/EK)" és mas jogszabalyok
alapjan, amelyek a nemzeti jog részévé valtak. Az Egyesiilt
Allamokban is a polgarjogi toérvények (mint a Civil Rights

11 Az Emberi Jogok Eurépai Egyezménye — elérheté: https://www.echr.coe.
int/documents/d/echr/convention_hun [letéltve: 2025. 08. 07.]

12 Weerts HILDE - Xenidis RAPAHAELE — Tarissan FABIEN — Palmer Olsen
HENRIK - Pechenizkiy MykoLa: Algorithmic Unfairness through the
Lens of EU Non-Discrimination Law: Or Why the Law is not a Decision
Tree. ACM Conference on Fairness, Accountability, and Transparency
(FAccT, 23). 2023.

13 2003. évi CXXV. torvény az egyenl6 banasmodrol — elérheto: https://net.
jogtar.hu/jogszabaly?docid=a0300125.tv [letSltve: 2025. 08. 07.]

14 Az uni6s faji egyenléségi iranyelv (2000/43/EK) - elérhetd: https://eur-
lex.europa.eu/legal-content/HU/TXT/?2uri=LEGISSUM:nondiscriminat
ion_principle [letoltve: 2025. 08. 07.]

15 Az Eurépai Parlament és a Tanacs 2006/54/EK iranyelve (2006. julius 5.)
a férfiak és nék kozotti esélyegyenléség és egyenld bandsmod elvének
a foglalkoztatds és munkavégzés teriiletén torténé megvalositasarol - el-
érhet6: https://eur-lex.europa.eu/legal-content/HU/ALL/?uri=CELEX:
3200610054 [letoltve: 2025. 08. 07.]
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Act VII. cime a munkahelyi diszkriminacié ellen, az ADA a fo-
gyatékossag miatti diszkrimindcié ellen, az Age Discrimination
in Employment Act'® az életkor alapjan stb.) tiltjak, hogy akar
a munkaltatok, akar a szolgaltatok diszkrimindljanak - és
ez a tiltds kiterjed arra is, ha a dontéshez hasznalt eszkoz
(pl. egy szoftver) eredménye diszkriminativ.

Mivel az algoritmikus diszkrimindcié sokszor kozve-
tett formaban jelentkezik, a jogalkalmazasban elétérbe keriil
adisparate impact (aranytalan hatas) elemzése. Ez azt vizsgdlja,
hogy egy adott gyakorlat (pl. egy algoritmus hasznalata) arany-
talanul hatrdnyosan érinti-e a védett csoportba tartozokat ma-
sokhoz képest, még ha formalisan semleges is. Az amerikai
jogban példaul a Legfelsobb Bir6sag mar az 1970-es évektol
elismerte a disparate impact doktrinat, amely alapjan bizonyos
gyakorlatok akkor is jogsértének mindsiilhetnek, ha nincs bi-
zonyiték szandékos megkiilonboztetésre.'”” Ez a megkozelités
kulcsfontossagt az MI esetében is, hiszen itt gyakran nincs
rossz szandékd’ diszkrimindtor; a hatrany inkébb a rendszer
miikodésébdl fakadd mellékhatés. Igy a jog eldtt a sértettnek
nem kell feltétleniil szandékot bizonyitania, elég a hatast ki-
mutatnia. Az Eurdpai Unid joga hasonléképpen tiltja a kozve-
tett diszkriminaciot, amelynek megallapitdsahoz a hatranyos
hatas statisztikai vagy egyéb bizonyitasa sziikséges.

Osszegzésképpen, az egyenld bandsméd kovetelménye
arra kotelezi mind a kormanyzatokat, mind a maganszférat,
hogy az altaluk hasznalt MI-rendszerek ne eredményezzenek
tiltott megkiilonboztetést. A kihivas nem annyira az elvi alkal-
mazhatésagban rejlik - hiszen a meglévé diszkriminacidelle-
nes jog elvileg kiterjed ezekre az esetekre is —, hanem inkabb
a gyakorlati bizonyitasban és jogérvényesitésben. Fontos hat-
térként rogziteni, hogy az algoritmikus doéntéshozatal jogi
megitélésében kdzponti szerepe van az egyenlé banasmadd
alkotmdnyos és torvényi kovetelményének.

3.2. ADATVEDELMI SZEMPONTOK
ES AZ AUTOMATIZALT DONTESHOZATAL

Az adatvédelem kérdéskore szorosan Osszefiigg az MI-
alapt dontéshozatallal, kiilondsen akkor, ha a dontések sze-
mélyes adatokon alapulnak. Az Eurépai Unié Altalanos Adat-
védelmi Rendelete (GDPR)'® kiilon rendelkezik az automatizalt
dontéshozatalrol. A GDPR 22. cikke kimondja: az érintett sze-
mély jogosult arra, hogy ne terjedjen ki rd egy olyan dontés
hatélya, amely kizardlag automatizalt adatkezelésen — ideértve
a profilalkotdst is — alapul, és ra nézve joghatdassal jar vagy
hasonloképpen jelentds mértékben érinti. Ez a cikk egy-
fajta véd6halot kivan nyujtani a teljesen gépi dontések ellen,

16 Age Discrimination in Employment Act - elérhetd: https://www.eeoc.
gov/statutes/age-discrimination-employment-act-1967 [letoltve: 2025.
08.07.]

17  Chiraag BaIns: The legal doctrine that will be key to preventing Al
discrimination — elérhetd: https://www.brookings.edu/articles/the-legal-
doctrine-that-will-be-key-to-preventing-ai-discrimination/
#:~:text=discrimination%20www,without%20having%20to%20prove
[letoltve: 2025. 08. 07.]

18 Eurdpai Unié Altalénos Adatvédelmi Rendelete — elérhetd: https://eur-
lex.europa.eu/HU/legal-content/summary/general-data-protection-
regulation-gdpr.html [letéltve: 2025. 08. 07.]
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kiilénosen ha azok hatranyosan érinthetik az egyént (pl. eluta-
sitjak egy hitelkérelmét vagy munkara jelentkezését).

A GDPR ugyan enged bizonyos kivételeket (példaul ha
az automatizalt dontés szitkséges a szerzédés teljesitéséhez,
vagy az érintett kifejezetten hozzdjarult, vagy a tagallami jog
megengedi megfelel6 garanciak mellett), de ezekben az esetek-
ben is kételezé megfelel garancidkat alkalmazni. Ilyen garan-
cia killonosen az emberi beavatkozas lehetésége: az érintett kér-
heti, hogy az adott dontést ember vizsgalja feliil, vagy hogy
legalabb megmagyarazzak neki a dontés logikajat. Az automati-
zalt dontések atlathatosdga is GDPR-kovetelmény: a 13-15. cik-
kek alapjan az érintett jogosult tajékoztatast kapni arrdl, ha ra
vonatkozoan automatizalt dontéshozatal torténik, és ilyenkor
informaciot kérhet az alkalmazott logikardl, valamint arrdl,
hogy a dontés milyen kovetkezményekkel jar ra nézve.

Az adatvédelem és a diszkriminacié megel6zése szorosan
osszefonddik abban az értelemben, hogy a rossz mindségii
vagy elfogult adatok hasznalata nemcsak pontatlan eredmé-
nyekhez vezet, hanem egyes csoportok szamara sért vagy
igazsagtalan kimenetet is eredményezhet. A GDPR ’pontos-
sag és ‘adattakarékossag’ elvei (5. cikk) megkovetelik, hogy
az adatkezelés sordn pontos és relevans adatokra tdmaszkod-
junk. Ha példaul egy algoritmus olyan személyes adatot hasz-
ndl, amely valéjaban valamely védett tulajdonsagra (pl. faji
szarmazasra, egészségi allapotra) utalé proxy, akkor az adat-
védelmi szabalyok is sériilhetnek. Kiilon is megemlitendd
a kiilonleges adatok kategoridja: a GDPR 9. cikke alapvet6en
megtiltja a faji vagy etnikai szarmazasra, vallasra, egészségi
allapotra stb. vonatkozé adatok kezelését, kivéve szilik kivéte-
lek esetén. E tiltas mogott az a cél huzddik, hogy ne lehessen
példaul egy algoritmust kozvetlenil a faji hovatartozas alapjan
‘donteni tanitani. Ugyanakkor a gyakorlatban a proxy valtozok
hasznalata miatt ez a tilalom konnyen kijatszhatova valhat
anélkiil, hogy formalisan kiilonleges adatot kezelnének - ezért
is van sziikség a kimenetek utdlagos ellenérzésére is.

Az adatvédelmi hatésagok is mind nagyobb figyelmet
forditanak az algoritmikus dontéshozatalra. Az elmdlt évek-
ben tobb orszig adatvédelmi feliigyelete vizsgalta, hogy
egy-egy MI-rendszer sérti-e a GDPR-t vagy a nemzeti Info
torvényt. Hollandia hirhedt esete ravilagitott, hogy az adatvé-
delmi szabdlyok megszegése és a diszkriminacid egyiitt jar-
hat: a holland ad6hatosag éveken at egy gépi kockazatelemz9
rendszert haszndlt a csaladtdmogatasi visszaélések kisziré-
sére, amely jogellenesen gyujtott és kezelt adatokat (pl. ket-
tds allampolgarsagra vonatkozoan), és ennek alapjan arany-
talanul sok bevandorl6 hattert sziilét vadolt meg hibasan
csalassal. Az eredmény tobb ezer csalad tonkretétele lett, és
az adatvédelmi hat6sdg 2022-ben 3,7 millié eurds birsagot
szabott ki a jogsértések miatt, kiemelve, hogy a rendszer nem
rendelkezett megfelel6 jogalappal az adatok ilyen célt haszna-
latara, tovabba tul sokaig érizte az adatokat."” Ez az eset is jelzi,
hogy az adatvédelmi kévetelmények (pl. célhoz kotott adat-
felhasznalas, torlési kotelezettség) megszegése kozvetleniil
osszefiigghet a diszkriminativ eredményekkel.

19 A hollandiai eset beszdmoldja a sajtéban (Politico) - elérhetd: https://
www.politico.eu/article/dutch-scandal-serves-as-a-warning-for-
europe-over-risks-of-using-algorithms/#:~:text=In%202019%20
it%20was%20revealed,spot%20child%20care%20benefits%20fraud [letolt-
ve: 2025. 08. 07.]
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Osszességében az adatvédelmi jog arra torekszik, hogy ét-
lathatobba és ellendrizhetdbbé tegye az algoritmikus dontés-
hozatalt, és biztositsa, hogy az érintettek jogai (igy a tisztessé-
ges elbanashoz valé jog) ne sériiljenek. Az adatvédelmi
szabalyok azonban nem poétoljak teljesen a diszkrimindcio-
ellenes jogot: el6fordulhat, hogy egy rendszer formdlisan meg-
felel a GDPR-nek (példaul beszerezte a hozzajarulast, tajékoz-
tatott az automatizalt dontésrél stb.), de az eredménye mégis
diszkriminativ hatasa. Ilyenkor a két teriilet szabalyai par-
huzamosan alkalmazandék. A hatékony fellépés érdekében
a jogalkoto és a hatosagok igyekeznek dsszehangoltan kezelni
a kérdést — példaul az Eurdpai Adatvédelmi Testiilet és
az FRA (EU Alapjogi Ugynokség) is tobb kozos alldsfoglalést
adott ki az MI, a big data és az alapjogok metszéspontjaban.
Egy jelentés példaul megallapitja, hogy az algoritmusok torz
miikodése hogyan vezethet diszkrimindciohoz - kiiléndsen,
ha a rendszerek olyan eléitéletes adatokon alapulnak, amelye-
ket a multbéli emberi dontések vagy strukturélis egyenl6tlen-
ségek torzitottak. A jelentés egyértelmivé teszi, hogy még
a GDPR rendelkezései — példdul az adatkezelés atlathatosaga,
az automatizalt dontésekrdl szolo értesités vagy az érintettek
emberi beavatkozashoz valé joga — sem elegenddek onmaguk-
ban. Gyakran el6fordulhat, hogy egy rendszer formalisan
adatvédelmileg ’tiszta, de miikodésében mégis diszkriminativ
hatdst eredményez. A dokumentum ezért hangsulyozza
az adatvédelmi és antidiszkrimindcids szabalyok egyiittes,
Osszehangolt alkalmazasanak sziikségességét a valodi jog-
védelem érdekében.” Az Eurdpai Unidé MI rendelete is kiilon
figyelmet fordit az adatok mindségére és a diszkriminacio-
mentesség biztositasara a magas kockazatd MI-rendszereknél,
ahogy azt kés6bb részletezziik.

3.3. EMBERI JOGI MEGKOZELITES

Az algoritmikus dontéshozatal problémajat szélesebb em-
beri jogi Osszefiiggésben is érdemes szemlélni. Az egyenl6 ba-
nasmodhoz vald jog — amirél fentebb volt sz6 — 6nmagaban is
alapvet6é emberi jog. De az MI haszndlata mas emberi jogokat
is érinthet: ilyen a tisztességes eljarashoz valo jog, a maganélet
védelme, az emberi méltdsag, s6t a jogorvoslathoz vald jog is.

Tisztességes eljards és atlathatosdg: Ha a birésagok vagy
mas hatdsagok algoritmusok ajanldsaira tdmaszkodnak (példa-
ul a biintetd igazsagszolgaltatasban a vadlott veszélyességének
elérejelzésére), felmeriil a kérdés, hogy ez mennyire egyeztethe-
t6 Ossze a tisztességes eljaras kovetelményeivel. Az emberi jogok
eur6pai egyezményének 6. cikke szerint mindenkinek joga van
a tisztességes birosagi eljarashoz. Egy zart, megmagyarazhatat-
lan algoritmus hasznalata a dontéshozatalban alaashatja ezt
a jogot, hiszen az érintett nem tudhatja, mi alapjan sziiletett
ellene (vagy mellette) a dontés, és igy védekezni sem tud haté-
konyan. Az Egyesiilt Allamokban a State v. Loomis® {igyben

20 Bias in algorithms - elérhet6: https://fra.europa.eu/sites/default/files/
fra_uploads/fra-2022-bias-in-algorithms_en.pdf?utm_source=chatgpt.
com [letoltve: 2025. 08. 07.]

21 State v. Loomis: Wisconsin Supreme Court Requires Warning Before Use
of Algorithmic Risk Assessments in Sentencing. COMMENT ON:881
N.W.2d 749 (Wis. 2016) - elérhet6: https://harvardlawreview.org/print/
vol-130/state-v-loomis/ [letoltve: 2025. 08. 07.]
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a vadlott azzal érvelt, hogy a COMPAS* nevii algoritmus hasz-
nalata a biintetéskiszabdsnal sérti a tisztességes eljarashoz valo
jogat, mivel a védelem nem ismerhette meg a rendszer miikodé-
sét. A Wisconsini Legfels6bb Birdsag végiil engedélyezte
a COMPAS* eredményeinek figyelembevételét, de feltételeket
szabott (pl. nem lehet kizardlag erre alapozni az itéletet).?* Eurd-
paban hasonlé dilemmak meriilhetnek fel a jov6ben a birdsagi
MI-eszkoz6k kapcsan. Az emberi jogi szempont itt az, hogy
az igazsagszolgaltatasban (és mas kozhatalmi dontéseknél) is
biztositani kell az 4tlathatésagot és indokolhatdsagot, mert ezek
hianyaban sériil az érintett jogorvoslati lehetdsége és a hatalom
feletti demokratikus kontroll.

Maganélet védelme: Az MI-rendszerek gyakran nagy
adattomegeken miikodnek, és képesek korabban rejtett ossze-
fiiggéseket feltarni emberek viselkedésében. Ez a maganélet-
hez val6 jog (privacy) szempontjabdl aggalyos lehet, kiilono-
sen ha az allam vagy cégek megfigyelésre, profilalkotdsra
hasznaljak. Az algoritmikus diszkriminacié ide is kapcsold-
dik: példaul a prediktiv renddrségi algoritmusok azzal a koc-
kazattal jarnak, hogy bizonyos etnikai vagy foldrajzi kozossé-
geket aranytalanul célpontba vesznek (profiliroznak), igy
sértve a maganéletiiket, és potencialisan kriminalizalva éket
anélkiil, hogy egyéni gyanu fennallna. Az emberi jogi keretek
- pl. az Eurdpa Tanacs adatvédelmi egyezménye (108+ kiegé-
szités) vagy az ENSZ Polgari és Politikai Jogok Egyezségokma-
nya (ICCPR) - el6irjak, hogy a megfigyelés és adatgyujtés
ne vezessen Onkényes vagy diszkriminativ gyakorlatokhoz.
A maganélet védelme igy nemcsak egyéni jog, hanem eszkoz
is a csoportos diszkrimindacid ellen (példaul ha tiltjak bizonyos
érzékeny adatok gytijtését, nehezebb azokat diszkrimindciora
felhasznalni).

Emberi méltésag: Az MI alkalmazasa sordn felmeriil,
hogy a teljesen gépi dontéshozatal mennyiben targyia-
sitja az embert. Az EU Al rendelete® is abbol indul ki, hogy
az MI-nek emberkézpontinak kell maradnia, tiszteletben
tartva az emberi méltésagot. Az emberi méltdsagot sértheti,
ha valakit pusztan statisztikai alapon, egy algoritmus szam-
ként kezel, és példaul megfoszt egy lehetSségtdl anélkiil, hogy
ugyének egyedi koriilményeit barki tekintetbe venné.
Az ENSZ 2021-ben elfogadott MI Etikai Ajdnlasa szintén
hangsulyozza a diszkrimindcié tilalmat és a méltdsag védel-
mét az MI haszndlataban.” Az emberi beavatkozas lehet6sége
etikai és jogi szempontbdl is fontos: végsé soron az ember fe-
lel6ssége kell maradjon a dontés, nem lehet azt teljesen a gépre
haritani, mert ezzel a jog elszamoltathatdsagi mechanizmusai
(felel6sségre vonas, jogorvoslat) kitiresednének.

Jogorvoslat és felelésségre vonas: Minden jogallamban
alapelv, hogy ha jogsérelem ér valakit, akkor hatékony jog-

22 A COMPAS mozaikszo a kovetkezot jelenti: Correctional Offender Ma-
nagement Profiling for Alternative Sanctions, vagyis ‘biintetés-végrehaj-
tasi elkovetdkezelési profilalkotas alternativ szankciokhoz.

23 Tim BRENNAN: Northpointe Institute for Public Management
Inc., Evaluating the Predictive Validity of the COMPAS Risk and Needs
Assessment System, 36 Criminal Justice and Behavior 21, 2009.

24 MEzEIi. m. 331-338. o.

25 Az Eurépai Parlament és a Tanacs (EU) 2024/1689 rendelete (1) be-
kezdés.

26 UNESCO Ajanlds a mesterséges intelligencia etikdjarol - elérhet6:
https://unesco.hu/data/UNESCO_Ajanlas_mesterseges_intelligencia.
pdf [letoltve: 2025. 08. 07.]
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orvoslat illeti meg. Az algoritmikus diszkriminaciénal komoly
gondot okozhat ennek biztositasa. Egyrészt, az dldozatok sok-
szor nem is tudnak arrél, hogy ket diszkriminacié érte -
hiszen lehet, hogy fogalmuk sincs rdla, hogy egy algoritmus
miatt utasitottak el éket allasrol vagy adtak nekik rosszabb
feltételekkel hitelt. A transzparencia hidnya miatt a sértés
rejtve maradhat. Masrészt, ha tudnak is réla, nehéz bizonyita-
ni, hogy a hatrany oka éppen a tiltott megkiilonboztetés volt,
és nem valami legitim tényezé. Harmadrészt, felmeriil a kér-
dés, hogy kit lehet perelni vagy felel6sségre vonni: a szoftver
tejlesztGjét, az tizemeltet6t, az adatot szolgaltatot, vagy mind-
egyiket? Ezekre a dilemmékra a jogrendszerek jelenleg keresik
a valaszt. Emberi jogi szempontbol mindenesetre elvards,
hogy az édllam olyan keretet teremtsen, amelyben van fele-
16se a jogsértd algoritmikus dontésnek és van lehetdség a sére-
lem orvoslasara. Ezt az igényt tiikrozi példaul az Al Act is,
amely kimondja, hogy a részes feleknek biztositaniuk kell
a hatékony jogorvoslatot az MI-rendszerek altal okozott jog-
sértések esetére. Hasonloképpen az EU kidolgozott egy
MI felel8sségi iranyelvjavaslatot,” amely a polgari jogi karfele-
16sség terén konnyitené meg a bizonyitast az MI okozta karok
esetén.

Osszefoglalva, a mesterséges intelligencia alkalmazasat
ovezd egyik legfontosabb emberi jogi kovetelmény, hogy
az ember maradjon az ur - azaz az MI ne csorbithassa az em-
ber alapvetd jogait, se kozvetlen diszkriminacidval, se azzal,
hogy kikeriili az emberi kontrollt. Az egyenlé méltdsag és
egyenlé jogok elve minden modern jogrendszer sarokkéve;
ennek az algoritmusok koraban is érvényestilnie kell.

4. ESETTANULMANYOK

A kovetkezokben néhany konkrét példan keresztiil muta-
tom be, miként jelenik meg a gyakorlatban az algoritmikus
diszkriminacio, és milyen jogi reakciok kovették az egyes ese-
teket.

4.1. COMPAS ES A BUNISMETLESI KOCKAZAT
BECSLESE (USA)

A Correctional Offender Management Profiling for
Alternative Sanctions, réviden COMPAS nevii algoritmust
az Egyesiilt Allamok egyes tagéllamaiban hasznaljak annak
elérejelzésére, hogy az Orizetbe vettek kozil ki milyen esély-
lyel fog Gjra bincselekményt elkovetni. A rendszert a bird-
sagok a vadlott kockazati besorolasara alkalmazzak (pl. fel-
tételes szabadlabra bocsatdsnal vagy itéletnél hivatkozasi
pontként). 2016-ban azonban egy oknyomozé elemzés ra-
mutatott, hogy a COMPAS eldrejelzései faji elfogultsa-
got hordoznak: a fekete vadlottakat a rendszer sokkal na-
gyobb ardnyban sorolta be tévesen magas kockazatunak,

27 Az Eurdpai Parlament és a Tanacs a mesterséges intelligenciaval kapcso-
latos felel6sségrél szolo irdnyelv (javaslat) — elérhetd: https://eur-lex.
europa.eu/legal-content/HU/TXT/PDF/?uri=CELEX:52022PC0496
[letoltve: 2025. 08. 07.]
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mint a fehéreket.”® A statisztikak szerint a fekete vadlottaknal
csak 20% eséllyel tévedett pozitiv irdnyba (azaz 6k veszélyte-
lenek voltak, mégis magas kockazatot kaptak), mig a fehé-
reknél 47% eséllyel kapott valaki alacsony kockazati pont-
szamot annak ellenére, hogy valdjaban visszaesett volna.”
Ezek az adatok hatalmas vitat valtottak ki. Jogilag a kérdés
a Loomis-tigyben keriilt felszinre (Wisconsin, 2017), ahol
a vadlott azt allitotta, hogy a COMPAS haszndlata megsér-
tette az alkotmanyos tisztességes eljarashoz valé jogat, és
kozvetetten faji diszkriminaciohoz vezet. A Wisconsini Leg-
fels6bb Birdsag végiil ugy dontott, hogy a COMPAS eredmé-
nye haszndlhato, de a birénak figyelmeztetésekkel ellatva kell
kezelnie: nem alapozhat kizdrolag erre, és tudomasul kell
venni a rendszer korldtait. Ez egy kompromisszumos itélet
volt. Kozben a kozfelhaborodas nyoman Kalifornia és mas
allamok elkezdték feliilvizsgalni a prediktiv algoritmusaik
alkalmazasat. A COMPAS esete ravilagitott arra, hogy bar
latszolag minden vadlott kap egy ‘egyéni’ pontszamot,
a rendszer mégis rendszerszinten diszkriminativ tud lenni.
Az USA-ban azéta a tudomanyos és jogi diskurzus kézponti
témadja lett, hogyan kellene auditalni és korrigalni az ilyen
igazsagszolgaltatasi MI-rendszereket, vagy egyaltalan hasz-
nélni kell-e Sket.

Prediktiv rendérség és profilalkotds: Szamos orszag rend6r-
sége kisérletezik an. prediktiv policing programokkal, amelyek
adatokat (kordbbi blincselekmények helye, iddpontja, szemé-
lyek profiljai) elemezve igyekeznek megjosolni, hol és ki fog
nagy valdszintiséggel blincselekményt elkévetni. Ilyen rendsze-
rek mtikddnek példaul az USA t6bb vérosdban (PredPol néven
is ismert szoftverek),” de Eurdpaban is (pl. az Egyesiilt Kiraly-
sagban® és Németorszagban® pilot projektek). A veszély abban
rejlik, hogy ezek a programok gyakran a multbeli rendéri ada-
tokra épiilnek, amelyek mdr tartalmazhatnak elfogultsagot -
példaul egy bizonyos negyedbdl tobb letartoztatdsi adat van
(lehet, hogy azért, mert ott intenzivebb a rendori jelenlét, nem
mert tobb a blingzd), igy a rendszer azt fogja ’jésolni, hogy ott
a jovében is tobb biintény lesz.** Ennek eredményeként az adott
(mondjuk etnikai kisebbség lakta) negyedben még tobb rendér
jar6rozik, még tobb embert allitanak meg, és ongerjeszté mo-
don be is igazoljak a ’joslatot’. Ez a fajta algoritmikus vords cs6r
effektus’ (feedback loop) egyértelmien diszkriminativ hatdst
lehet, noha a program sehol nem haszndl faji adatot — csupan
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a foldrajzi, blniigyi statisztikat.** Hollandidban egy id6ben
hasznaltak egy profilkészité algoritmust a rend6rségnél, ami
a’problémas’ fiatalokat prébalta kisziirni iskolai adatok alapjan,
és utdlag deriilt ki, hogy a bevandorlé hattert fitik felé torzult.
Miutdn ez kideriilt, a rendszert leallitottak.’> Az Egyesiilt Kiraly-
sagban 2019-ben Birmingham véros tandcsa moratériumot hir-
detett az Uj prediktiv rendészeti szoftverek bevezetésére, amig
azoknal nem bizonyitott a bias-mentesség.* Itt 1ép be az emberi
jogi megkozelités: a renddrség koteles a torvény elétti egyenld-
séget és az ECHR 14. cikket” betartani. Ha egy MI-eszkoz azt
eredményezi, hogy pl. a fekete lakossagot aranytalanul zaklatjdk
igazoltatds és motozas (stop and frisk) keretében, az sérti
a diszkriminaci6 tilalmat, akkor is, ha formalisan a szoftver
csak biinozési kockazatot jelolt. Az Eurépa Tandcs MI egyezmé-
nye kimondja,* hogy a migracio- és hatdrellenérzés terén hasz-
nalt MI-rendszereknél is figyelni kell a diszkriminacidmentes-
ségre — ez reflektdl arra, hogy pl. hazugsagvizsgilé MI-t
teszteltek menedékkéréknél az EU-ban, ami rendkiviil vitatott
lett etikailag.*

4.2. AZ AMAZON ONELETRAJZSZURO BOTRANYA

Az egyik legismertebb példa a mesterséges intelligen-
cia alkalmazasaval kapcsolatos diszkrimindcids kockaza-
tokra a 2018-as Amazon-eset, amely széles korl sajtd- és
szakmai visszhangot valtott ki. A cég belsé kisérleti projekt
keretében fejlesztett egy MI-rendszert, amely a beérkezd
onéletrajzokat rangsorolta informatikai és mérnoki pozi-
ciokra. Az algoritmust korabbi felvételi adatokon tanitottak,
azonban ezek az adatok jelentds nemi torzitast hordoztak:
a multban az Amazon technikai pozicidit talnyomorészt fér-
fiak toltotték be.* Ennek kovetkeztében az MI-rendszer meg-
tanulta, hogy a férfi jeloltek jellemz6i preferaltak — példaul
visszasorolta azokat az 6néletrajzokat, amelyekben szerepelt
a ‘'women’s’ sz6 (mint példaul "'women’s chess club captain’),
vagy olyan kifejezéseket, amelyek n6i iskolai hattérre utaltak.*
A modell ezzel rejtett nemi alapt diszkriminaciot valdsitott
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meg, noha explicit nemi adatokat nem haszndlt. A projektet
belsé vizsgalat utdn 2018-ban leallitottdk, még mieldtt éles
mikodésbe allt volna.*> Bar az Amazon ellen nem indult hi-
vatalos jogi eljards — mivel a rendszer nem keriilt nyilvanos
alkalmazdsra és nem volt konkrét panaszos - az eset ravila-
gitott az Al-rendszerek ’tanuldsi torzitdsainak’ veszélyeire.
Azéta tobb HR-technoldgiaval foglalkozo cég és nagyvallalat
bevezetett fiiggetlen auditdlasi folyamatokat a mesterséges
intelligenciat hasznald toborzasi eszkozeire, hogy kiszlirje
az elfogultsagokat.*® Az Amerikai Egyenl6é Foglalkoztatasi
Hivatal (EEOC) kiilon tajékoztaté kampényt inditott, amely-
ben felhivja a figyelmet arra, hogy a munkaadok kételesek
megbizonyosodni arrdl, hogy az altaluk haszndlt automa-
tizélt eszkozok nem diszkrimindlnak.** Az Eurdpai Uni6
mesterséges intelligencia rendelete (AI Act) e toborzasi célu
MI-rendszereket a ‘'magas kockazat’ kategdriaba sorolja, igy
szigorubb jogi kovetelmények vonatkoznak majd rdjuk - kii-
lonésen a torzitasok kimutatdsara és kockazatcsokkentésre
vonatkozo el6irasok.

Magyarorszagon egyelére kevesebb az MI-alapu HR-
rendszer, de mar megjelentek egyszertibb tesztel6 és értékeld
megolddsok, példaul automatikus nyelvi elemzést alkalmazé
rendszerek. A tanulsig azonban globalis: mivel a munkaerd-
piac torténelmileg torz tarsadalmi struktirakra épiil, az algo-
ritmusok konnyen ezeket a torzuldsokat vehetik alapul
— tovabborokitve a meglévé egyenl6tlenségeket.®

4.3. HITELBIRALATI ALGORITMUSOK
ES FAJI EGYENLOTLENSEG

A bankok és fintech cégek egyre szélesebb korben alkal-
maznak mesterséges intelligencian alapuld credit scoring
rendszereket a hitelképesség értékelésére. Bar az Egyesiilt
Allamokban az Equal Credit Opportunity Act (ECOA) tiltja
a nemi, faji vagy egyéb védett tulajdonsdgon alapuld disz-
krimindciét a hitelezésben, a modern algoritmusok jellem-
zGen ’black box’ jellegtiek, és szamos, kozvetett mddon torzitd
tényez6t tartalmazhatnak.* 2020-ban az Apple és a Goldman
Sachs kozos terméke, az Apple Card keriilt reflektorfénybe,
miutan tobb felhaszndld - koztik az Apple tarsalapitdja, Steve
Wozniak - nyilvanosan jelezte, hogy a néi igényl6k azonos
pénzigyi hattérrel is lényegesen alacsonyabb hitelkeretet kap-
tak, mint férfi tarsaik. Egy esetben egy hazaspar néi tagja
- noha jobb egyéni hitelmutatdkkal rendelkezett - tizszer ala-
csonyabb keretet kapott, mint férje. A New York-i pénziigyi
feliigyelet (DFS) vizsgalatot inditott, am végiil nem éllapitott
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meg szandékos jogsértést, részben mert a modell miikodése
nem volt kelléen atlathato.*

Ez az eset jol példazza, milyen jogi és bizonyitasi nehézsé-
geket vet fel az algoritmikus dontéshozatal transzparencia-
hianya: noha az Apple Card modell formalisan nem hasznalt
nemi adatot, a végeredmény mégis jelentés hatranyt okozott
nok szamara. Az érintettek nehezen tudtak igazolni, hogy hat-
ranyos megkiilonboztetés tortént.

Eurépaban a GDPR 22. cikke biztositja az érintettek sza-
mara az emberi beavatkozas jogat automatizalt dontések ese-
tén, tovabba egyes orszagok (pl. Franciaorszag) jogszabalyai
tiltjak bizonyos érzékeny adatok (pl. nem, lakcim) figyelembe-
vételét hitelbiralat sordn.”® Ennek ellenére kutatdsok szerint
példaul Németorszagban a SCHUFA 4dltal alkalmazott hitel-
modellek a migracios hattérrel rendelkez6 személyeket hatra-
nyosan érinthetik - vélhetden lakoéhely vagy més kozvetett
valtozok miatt. Civil nyomds hatdsdra 2021-ben a SCHUFA
egyes algoritmusait részben nyilvanossagra kellett hozni, és
a német politika célul tiizte ki az algoritmikus pénziigyi don-
tések szigorubb feltigyeletét.

5. KOVETKEZTETESEK

A mesterséges intelligencia rohamos fejlédése 1j dimen-
zioba helyezte a diszkriminacié tilalmdnak érvényesitését.
Az algoritmikus dontéshozatal - legyen szd kozszolgaltata-
sokrdl, igazsagszolgaltatasrdl vagy piaci szolgaltatasokrdl —
a hatékonysag és objektivitas igéretével érkezett, de vildgossa
valt, hogy emberi feliigyelet és megfelel6 jogi kontroll nélkiil
a technoldgia a meglévd tarsadalmi egyenldtlenségek fel-
nagyitdsanak eszkozévé vélhat.

A mesterséges intelligencia nem csupdn technoldgiai, ha-
nem tarsadalmi innovacié is, amely csak akkor tekinthetd
sikeresnek, ha mindenki javat szolgdlja, nem csak egyes kivalt-
sagos csoportokét. A jog feladata, hogy kozvetitse az alapvetd
értékeket ebbe az 1j kornyezetbe is. Az egyenlé bandsmad,
az emberi méltdsag tisztelete, az atlathatdsdg és elszamoltat-
hatosag olyan elvek, amelyekb6l nem engedhetiink akkor sem,
ha a dontéshozo szerepét részben gépek veszik at.

A tanulmanyban bemutatott esetek és jogi reakciok azt
igazoljak, hogy az algoritmikus diszkriminacié valds és siir-
get6 probléma, de megfelelé stratégiaval és szabalyozassal
kezelheté. A megoldas nem csupdn a jogalkot6 kezében van:
sziikség van a technoldgiai szféra felel6sségvallaldsara, a tudo-
manyos szféra inputjéra és a civil kontrollra is. Fontos, hogy
a mesterséges intelligencia ugy integralédjon tarsadalmunk-
ba, hogy kozben ne csorbuljanak az egyenlé emberi jogok.
Ez kihivasokkal teli feladat, de nem megoldhatatlan: a jog
evolucidja mindig is kovette a technoldgia fejlodését, és jelen
esetben sincs ez masként.
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Konkluzioként megallapithato, hogy az MI és az algoritmi-
kus diszkriminaci6 viszonyanak rendezése folyamatban 1évo,
dinamikus tertilet. A jogi kihivdsokra adott valaszok egyre ha-
tarozottabbak: a nemzetkozi és nemzeti jogalkotd kozosség is
felismerte, hogy a jové digitalis tarsadalmaban az algoritmu-
soknak is ald kell vetniiik magukat a jog uralmanak. A torvény
el6tti egyenlGség elvének az adatvezérelt vildgban is érvényestil-

FONTES TURIS

TANULMANYOK

nie kell - ez koz0s felelésségiink és érdekiink. A megfelel jogi
keretek kialakitasaval, az ellen6rzési mechanizmusok kiépitésé-
vel és az Ossztarsadalmi odafigyeléssel elérhetjiik, hogy a mes-
terséges intelligencia ne az el6itéletek konzervalasanak, hanem
a méltanyossag és haladas eldmozditasanak eszkoze legyen.
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