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Abstract 

This study investigates the optimal photo overlap for documenting and reconstructing road accident sites using drone imagery. 

While a general recommendation for drone imagery overlap stands at 60–80%, this research aims to determine the minimum ac-

ceptable overlap required to generate a precise 3D point cloud suitable for forensic road accident simulation. A DJI Mavic Air 2 

drone captured images at 2-meter intervals over a junction and a connecting road segment from varying altitudes, following the 

same flight path. The experiment systematically excluded images from the original dataset, processing photo sets taken at 2, 4, 6, 8, 

and 10-meter intervals. The corresponding point clouds were evaluated for accuracy and fragmentation. Comparisons were made 

regarding the number of images, the size of image sets and processing times. Additionally, 3D mesh surfaces were generated in the 

Virtual Crash software, and their quality was assessed. Results revealed that a 50% overlap was adequate for generating satisfactory 
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3D simulation environments, thereby reducing size of the raw data, the point cloud and processing time considerably. This finding 

is significant for forensic experts seeking efficient methods of road accident scene reconstruction, emphasizing the practicality of 

lower photo overlap in such scenarios. 
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1. Introduction 

In contemporary contexts, unmanned aerial vehicles (UAVs), i.e. drones are applied for diverse tasks across varied environments. 

The use of drones in surveying and monitoring reduces the need for large teams and heavy machinery, lowering fuel consumption 

and greenhouse gas emissions, thus contributing to sustainability. Drones enable precise data collection for a number of purposes, 

ranging from maritime applications (Nomikos et al., 2023), through topographic modelling (Török et al., 2020) and road traffic 

monitoring (Bisio et al., 2022), to agricultural land monitoring (El Hoummaidi, 2021) and checking on photovoltaic plants (Michail, 

2024). In order to ensure that the processed images yield a satisfactory 3D point cloud and a 2D orthomosaic, the acquired images 

should overlap both along the drone’s trajectory (forward overlap) and laterally (side overlap). This overlap facilitates the image 

processing software in creating a cohesive image through the identification of tie points, i.e., features automatically recognized on 

two or more adjacent images. 

Singh and Fazier (2018) in their meta-analysis of 108 publications on unmanned aircraft system (UAS) imagery warn that there 

are no standardized practices for image collection and processing. Based on their extensive literature review, they concluded that 

the observed studies adopted a broad spectrum of overlap values. Specifically, the forward overlap ranged from 60% to 95%, while 

side overlap spanned from 40% to 90%. Out of the 108 studies analyzed by them, they found none that explicitly stated how terrain 

characteristics and optimal image overlap are related. Nonetheless, they hypothesize that for flat terrains (i.e. areas with little vari-

ation in altitude) higher overlaps are required to ensure that enough tie points are found for 3D point cloud generation.  

As Wang et al. (2022) remark, the number of studies with the objective of determining the optimal overlap for missions with 

UAVs is considerably low. Nevertheless, when confronted with constraints such as limited image processing time or the storage 

capacity of the computing systems responsible for handling UAV-captured images, an optimal trade-off point must be identified 

between the quality of the point cloud and the number of images captured in a mission (and hence, the degree of overlap). This 

means, the minimum overlap of images that yield a satisfactory 3D point cloud and orthomosaic should be determined (cf. Dandoiset 

al., 2015). The definition of what qualifies as satisfactory highly depends on the type of terrain (Singh & Frazier, 2018), and the 

objectives of the UAV mission. 

One of the applications of UAVs for data collection is road accident scene documentation (Desai et al., 2022), which is in the 

focus of this research. UAV images at accident sites are typically captured with high overlaps (80–90%) (Pádua et al, 2020; Mat 

Amin et al., 2020; Zulkifli and Tahar, 2023; Pérez et al., 2024). A road accident site is generally diverse, including vehicles, debris, 

objects along the road and surrounding buildings or vegetation. Meanwhile, variations in elevation are generally low. Consequently, 

it is hypothesized that lower forward overlaps between UAV-captured images may produce a satisfactory point cloud (cf. Section 

3.1 for a more detailed analysis). 

This study explores the minimum forward overlap of UAV captured images required to generate point clouds that are still 

sufficient for the purpose of accident site documentation and reconstruction. In a field test, images were captured with a DJI Mavic 

Air2 commercial-grade non-RTK UAV in three flights at three altitudes over a public road junction, without the application of 



 

ground control points (GCP) (Stott et al., 2020). The images were processed with Agisoft Metashape software in multiple rounds, 

systematically reducing the the number of images in each round. The resulting point clouds were evaluated for horizontal accuracy 

and gaps. Additionally, a triangular mesh surface was created for each point cloud using Virtual Crash accident simulation software. 

The quality of this mesh, which may be applied as a simulation environment, was also checked. 

2. Materials and methods 

For the test flights, a commercial-grade non-RTK UAV was applied. The DJI Mavic Air 2 drone’s major specifications are given 

in Table 1. The model was chosen due to the simplicity of operation and low cost. 

Table 1. Specifications of the DJI Mavic Air 2 drone (DJI, n.d.). 

Camera Model 

CMOS 

Sensor 

[inch] 

Resolution 
Pixel size 

[μm] 

Focal length 

[mm] 

DJI FC3170 1/2 4000 × 2250 1.77 × 1.77 4.5 

 

The experiments were conducted at the intersection of the lower ranking Road 5207, running on an embankment, and an unpaved 

roadway in Hungary (47.23518881,19.11902875). The road segments that were recorded are fully paved on both roads (Figure 1). 

The specific site was selected due to the relatively low traffic, the absence of arboreal obstructions, and the presence of clearly 

demarcated road delineations. It is also imperative to note that Road 5207 is delineated by lower terrain on both sides. 

 
Figure 1. The site of the experiment 

In order to be able to check horizontal accuracy of the point clouds, chartreuse markers were placed next to the road, at 2.00 m 

from each other (Figure 2). The distance between the markers was measured with a laser measure. 

 



 

 

Figure 2. Chartreuse markers along the road section 

Three flights were administered, at distinct altitudes: 7.5, 10, and 13 meters, respectively. Apart from the variations in altitude, 

the routes in the three flights were identical (Figure 3). These missions were pre-programmed with the Litchi software (Litchi, 2023) 

to ensure that the photographs were taken at identical geographical locations across all altitudes. 

 
Figure 3. The route of the UAV in the test runs. Yellow lines show the route, and purple circles depict the points where the UAV changed direction. In the circular 

route, photos were taken at the places marked by purple circles 

 

In the initial phase of each mission (Block 1), the UAV followed a circular trajectory centered around an imaginary point of 

interest (POI) situated at 1 m above ground level at the intersection. The camera was oriented towards this POI, at altitudes of 7.5, 

10, and 13 meters, with oblique camera angles (-36°, -49° and -57°, respectively). When the circular path was completed, the UAV 



 

proceeded to the second part of the mission. In the second phase (Block 2), the UAV traversed a linear stretch of 60 meters along 

the paved road, encompassing the junction itself, through four parallel flight lines. While following this grid route, the camera was 

directed toward the ground with a vertical axis. As a result, oblique images were captured along the circular path over the junction, 

while nadir images were taken while the drone flew over the extended road segment, following a single grid pattern. The UAV 

captured images at every 2 meters in all missions (Table 3). 

The grid path (Block 2) was combined with a circular path (Block 1) in order to avoid systematic point cloud deformations, such 

as doming and bowling (Nesbit and Hugenholtz, 2019; Sanz-Ablanedo et al., 2020; James et al., 2020). However, for the purposes 

of the present study, namely overlap investigations, only images captured during Block 2 were utilized.  

Table 2. Main data of the missions 

Diameter of 

circular path 

[m] 

Length of 

gird paths 

[m] 

Total length 

of a mission 

[m] 

Image no. 

Blocks 1+2 

Image no. 

Block 2 

Flying time 

[min:sec] 

20 60 341 153 132 8:00 

 

The various sets of images for each mission were processed applying the Python module (Agisoft, 2022) integrated into the 

Agisoft Metashape 2.0.1. program (Agisoft, 2023) with identical settings. For each mission, an orthomosaic and a 3D point cloud 

were generated. In the first step, the images captured during Block 2 of each mission were processed. In the next steps, images from 

each mission were systematically omitted, in a similar manner to Sadeq (2019 and Bupathy et al. (2021). Thus image sets were 

created that contained all the photos that would have been taken in Block 2 if the UAV had taken photos only at every 4, 6, 8 or 10 

meters. For each image set, forward overlap values were calculated (Table 3).  

Table 3. Forward overlap for each image set 

Distance betw. photos [m] 2 4 6 8 10 

    Overlap [%] 

Altitude 7.5 69% 40% 13% – – 

[m] 10.0 77% 55% 32% 13% – 

 12.0 83% 65% 49% 31% 14% 

 

In the investigation, numerous parameters have been assessed in order to be able to compare the quality of the resulting point 

clouds. Horizontal accuracy was checked by measuring the distances between the chartreuse markers on each point cloud, and 

comparing the values to the real-life measurements.  

Also, the road surface in the point cloud was checked for gaps, i.e. regions devoid of generated points. If a gap with a diameter 

more than 10 cm on the road surface was identified in the point cloud, the point cloud was regarded as unsatisfactory. Conversely, 

if occasional gaps below this specified diameter were observed, the point cloud was deemed satisfactory (Figure 4). The limit of 10 

cm was determined based on the fact that for accident scene documentation, occasional gaps of such small size are not disturbing. 

Notably, skid marks and other evidentiary features highlighted by the police typically exceed the aforementioned 10 cm threshold. 

 



 

  

(a) (b) 

Figure 4. Gap detection in a point cloud. a) Gaps larger than 10 cm – unsatisfactory. b) no gaps – satisfactory 

In addition to evaluating point cloud quality, the metadata associated with each mission were analyzed. The parameters consid-

ered in this scrutiny included the number of images, the overall size of the image set, processing time, and the resultant size of the 

point cloud. The data were extracted from the processing report provided by the processing software for each mission. 

In order to assess the viability of utilizing the 3D point clouds deemed satisfactory by the above methods for accident simulation 

purposes, the point clouds were exported to the Virtual Crash 5 simulation software (Virtual Crash, n.d.). Subsequently, a 3D mesh 

surface was generated for each point cloud, thereby establishing a simulation environment. It was checked whether the arising 3D 

mesh surface is geometrically correct compared to the actual site. The aim was to test whether the quality of the 3D mesh surface is 

satisfactory for the reconstruction of a hypothetical accident at the junction recorded. This is why the accident reconstruction soft-

ware Virtual Crash was applied, although several other software programs may be used to generate such 3D mesh surfaces (such as 

Maya (Autodesk, n.d.b), 3DS Max (Autodesk, n.d.a), Blender (n.d.). Figure 5 summarizes the steps of the experiment. 

 



 

 
Figure 5. Experimental design. 

3. Results 

In this section, the results of a comprehensive analysis of the literature are followed by the results of the field tests. 

3.1 Analysis of the literature 

In the preliminary phase of the present research, several publications using UAV imagery with different purposes have been 

reviewed, looking for optimal overlap values. Table 4 shows the different forward overlap values reported for varied terrains and 

mission objectives. 

 



 

Table 4. Overlap values reported in the literature for missions on different types of terrains.1 

type of area 
altitude 

[m] 

forward overlap 

% 
Source 

forest 20, 40, 60, 80 60–96, every 4% Dandois et al. 2015 

pine forest 90, 120 90, 95 Young et al. 2022 

tropical woodland 286, 487 90 Domingo et al. 2019 

olive orchard 50, 100 
95, 97 

58, 64, 69 
Torres-Sánchez et al. 2017 

desert 
140, 160, 180, 

200 
60–70–80 Elhadary et al. 2022 

rosemary scrub 60 85 Charton et al. 2021 

university campus 60 
80–>65 vertical 

91–>76 oblique 
Sadeq 2019 

aubergine field 13, 15 90 Bupathy et al. 2021 

wetlands 
60, 80, 100, 

120 
40, 50, 60, 70, 80, 90 Flores-de-Santiago et al. 2020 

snow depth 50, 100 70, 80, 90 Lee et al. 2021 

vertical quarry wall horizontal: 20 80 Grohmann et al. 2023 

sloping cliff face 
horizontal: 

40–60 

70 

85 
Goncalves et al. 2021 

bridges  66.7 Wang et al 2022 

archeological site 15, 45, 75 60, 70, 80 Luis-Ruiz et al 2021 

road accident 

20 

25 
80 Pádua et al. 2021 

15 –90 Mat Amin et al 2020 

15 80–90 Zulkifli and Tahar 2023 

1 Bold figures show the values that were regarded as the optimal ones in the referenced article. 

 

Based on the values published in the above articles, Figure 6 was generated to show what forward overlap percentages were 

tested and what optimal overlap values were reported.  



 

 

Figure 6. Forward overlap ranges in percentage according to terrain as reported in the literature, based on Table 1. Circles indicate optimal or in the lack of that, 

average overlap percentage 

 

The question arises whether it is possible to identify characteristics of the terrain that dictate the optimal forward overlap for UAV 

missions conducted over diverse landscapes. Based on the above data and insight from relevant literature (Singh and Frazier, 2018; 

Seifert et al., 2019), two factors were taken into consideration. The first factor is diversity, denoting the inhomogeneity of the surface. 

The second factor is relief, which shows how varied elevations are on a given surface. An examination of the data in Table 4 suggests 

that both low diversity and substantial differences in elevation necessitate higher overlaps, as in the case of forests, where tree 

heights differ considerably. However, when diversity is high and elevation differences are low, as exemplified by wetlands, a re-

duced UAV image overlap may still yield satisfactory results (Figure 7). It is crucial to acknowledge that values in Figure 7 are 

approximations and serve as indicative benchmarks. 



 

 

Figure 7. Forward overlap required for different terrains. The values are approximate values based on the data from Table 1 

3.2 Experiment 

The experiment comprised 3 missions at the altitudes of 7.5, 10 and 12 meters, with images being captured at every 2 meters. The 

original datasets underwent a process in which images were omitted systematically, until no forward overlap persisted between 

consecutive images. As a result of this procedure, a total of 12 datasets were examined: 3 sets for the 7.5 m altitude, 4 sets for the 

10 m altitude, and 5 sets for the 12 m altitude (see Table 3 above). The results of the quality checks are elaborated below. 

3.1. Accuracy 

The accuracy of the point clouds was checked in two ways. 

3.1.1. Horizontal accuracy 

The horizontal accuracy of the point clouds was tested by measuring the distances on each point cloud between the chartreuse 

markers (Figure 8). Results are given in Table 5. The values show that the horizontal accuracy of the point clouds varies. However, 

from this dataset, no clear relationships can be found between overlap percentages, flight altitude and accuracy. In order to explore 

such relationships, further experiments must be conducted. However, as the differences between point cloud measurement results 

and on site measurement data are within the 0–5 cm range, the accuracy of each point cloud is satisfactory for road accident simu-

lation purposes. 



 

 

Figure 8. Measuring the distance between the chartreuse markers in the point cloud. 

Table 5. Distances between the chartreuse markers measured on the point clouds. In reality, the distance between the markers was 2.00 m, measured by a laser 

measure. 

Distance betw. photos 

[m] 
2 4 6 8 10 

    Measured values in point cloud [m] 

Altitude 

[m] 
7.5  

2.00 

2.00  

2.01 

2.04 

2.04 

2.04 

2.03 

2.01 

2.01 

– – 

 10.0  

2.00 

2.01 

2.00 

1.95 

1.94 

1.95 

2.03 

2.04 

2.03 

2.01 

2.01 

2.00 

– 

  12.0  

1.99 

2.00 

1.99 

1.95 

1.94 

1.95 

2.04 

2.04 

2.03 

2.02 

2.05 

2.04 

2.00 

2.01 

2.03 

3.1.2. Gaps 

Regarding gaps in the point clouds, those with gap sizes not exceeding 10 cm in diameter (d) were regarded as satisfactory (Table 

6). In subsequent tables, those sets that were deemed satisfactory from this respect appear with a gray background colour. 

Table 6. Gaps in point clouds – bold faced sets did not contain large (d > 10 cm) gaps. 

Distance betw. photos [m] 2 4 6 8 10 

    Overlap [%] 

Altitude 7.5 69% 40% 13% – – 

[m] 10.0 77% 55% 32% 13% – 

  12.0 83% 65% 49% 31% 14% 



 

3.2. Metadata 

Each of the 12 datasets was processed with Agisoft Metashape 2.0.1 software (2023) using the same settings. Tables 7 and 8 show 

the sizes of the image sets and of the point clouds, respectively. This is an important metric, as storing large datasets requires large 

storage capacities. Additionally, the larger a data set is, the longer the processing time (Table 9). 

Table 7. Number of images and size of image sets. 

Distance betw. photos [m] 2 4 6 8 10 

    No. of images – size of image set 

Altitude 7.5 
133 – 

601 MB 

67 – 

303 MB 

44 – 

199 MB 
– – 

[m] 10.0 
132 – 

627 MB 

66 – 

314 MB 

44 – 

210 MB 

33 – 

156 MB 
– 

  
12.0 

93 – 

487 MB 

47 – 

246 MB 

31 – 

163 MB 

24 – 

126 MB 

19 – 

100 MB 

 

Table 8. The size of the generated point clouds. 

Distance betw. 

photos [m] 
  2 4 6 8 10 

   Size of the point cloud [px] 

Altitude 7.5 57 814 351 37 011 874 26 898 031 – – 

[m] 10.0 40 653 230 28 016 162 20 309 524 15 442 673 – 

  12.0 24 663 121 19 154 362 15 254 324 12 851 936 10 837 981 

 

Table 9. Processing time per image set. 

Distance betw. 

photos [m] 
  2 4 6 8 10 

    Processing time 

Altitude 7.5 7m 39s 4m 47s 3m 39s – – 

[m] 10.0 6m 52s 4m 1s 2m 54s 2m 40s – 

  12.0 4m 43s 2m 41s 2m 1s 1m 40s 1m 30s 

 

3.3. Mesh as a simulation environment 

Vehicle motion simulation software generates the 3D environment from a point cloud or mesh model. In the present case, Virtual 

Crash 5 vehicle motion simulation software was utilized to evaluate the usability of point clouds. After importing a point cloud into 

the program, the program generates a 3D mesh surface from it. The arising mesh surface is then used for performing the simulation 

calculations. During the mesh surface generation process, the mesh surface design can be influenced by setting a number of param-

eters. However, in all cases a point cloud of sufficient quality is a prerequisite for the creation of a suitable mesh model. 



 

All the mesh surfaces generated from the point clouds that had been categorized as “satisfactory” based on their accuracy and the 

presence or absence of gaps (Table 6) resulted in a suitable mesh. Figure 9 shows an example for a mesh surface generated form a 

suitable point cloud. Vehicle movement can be accurately modeled on the mesh, including the vehicle’s descent into the ditch along 

the roadway. 

 

Figure 9. Mesh surface generated from the point cloud with Virtual Crash 5 software. The simulation of a roadway departure accident. 

4. Discussion 

The analysis of the literature confirmed Singh and Frazier (2018)’s finding that a high variability is attested in the photo overlap 

values used across varied UAV applications. It was proposed that the necessary overlap value may be determined by examining the 

vertical fragmentation (relief) and diversity of the terrain to be surveyed. Based on these characteristics of the terrain, approximate 

forward overlap values were suggested (Figure 9). In applications where processing time, the size of the image set and the result of 

the point cloud are of primary importance, the minimal overlap ratio should be used at which the quality of the resulting point cloud 

is still satisfactory. 

Accident scene documentation is an application of UAVs where processing time and data file size should be minimized. Generally, 

a forward overlap ratio of 80–90% is proposed in the literature (Pádua et al., 2020; Mat Amin, 2020; Zulkifli and Tahar, 2023; Pérez, 

2024) for road accident scene documentation. In contrast, our analysis has shown that for an average accident scene (straight road-

way section, roadside ditch with vegetation), the point cloud resulting from processing images of at least 50% forward overlap is of 

sufficient quality for further processing. This also means that the number of images taken during the survey and the storage space 

required for archiving can be reduced by about a third. The time required to process the images can be reduced by about 50%, and 

the size of the resulting point cloud by about 40%. Our tests have also shown that a point cloud with about 50% overlap provides a 

good input for a vehicle motion simulation program to generate the 3D environment for vehicle motion calculations. 

5. Conclusion 

This study examined the optimal forward overlap ratio for images captured by drones during the documentation of road accident 

sites. Tests conducted at a road junction in Hungary suggest that a 50% forward overlap between images yields a sufficient point 

cloud. This relatively low overlap helps minimize the number of images captured, thereby accelerating the documentation process. 



 

A faster yet still effective accident documentation procedure shortens road closure time, resulting in reduced congestion and a more 

sustainable data collection process. 
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